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Abstract

We minimize functionals

J (v1, . . . , vn) ≡
∫

RN

(1/p)

n∑
i=1

|∇vi |p − F
(|x|, v1, . . . , vn

)

in (W1,p(RN))n, subject to integral constraints∫
RN

Gij (vi ) = cij (j = 1, . . . , ki , i = 1, . . . , n).

We prove, under fairly weakconditions on the functionsF , Gij , that smooth minimizers are radial
symmetric and do not change sign. We also show generalizations of this result to other var
problems associated to degenerate elliptic systems. Our proofs are based on rearrangement a
and the strong maximum principle.
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1. Introduction

Consider the following variational problem:

J (v) :=
∫

RN

( |∇v|p
p

− F(v)

)
dx → Inf !,

w.r.t. v ∈ W1,p(RN),

∫
RN

G(v) dx = 1, (1)

whereF andG are smooth functions satisfying suitable growth conditions. Problem
this type give rise to semilinear elliptic problems

−∆pu ≡ −∇(|∇u|p−2∇u
) = h(u) in R

N, and lim|x|→∞u(x) = 0 (2)

(with h = F ′ + αG′, for someα ∈ R, in our case), and they have been extensively stu
in the literature (see, e.g., [3,11,12,15,19,20,27,29] and references cited therein).

If both F andG areevenfunctions, then there are no sign-changing minimizers of
Moreover, ifu is a minimizer, then(−u) is a minimizer, too, and ifu � 0, then for a.e
t > 0, the level set{u > t} is a ball and|∇u| = consta.e. on{u = t}. The proof of this
well-known result is based on a rearrangement argument, which we recall below.

Let u a minimizer of (1). SinceF andG are even,|u| is a minimizer, too. Let then
U denote the symmetrically decreasing rearrangement of|u| (= Schwarz symmetrization
for the definition see [14]). Notice thatU is radially symmetric and radially nonincreasin
ThenU ∈ W1,p(RN),

∫
G(u) = ∫

G(|u|) = ∫
G(U),

∫
F(u) = ∫

F(|u|) = ∫
F(U), and∫ |∇u|p = ∫ |∇|u||p �

∫ |∇U |p, by the very properties of the rearrangement. HenceU is
a minimizer, too. The above argument also shows that∫

RN

∣∣∇|u|∣∣p dx =
∫

RN

|∇U |p dx.

Due to a result of Brothers and Ziemer [8] it then follows that for a.e.t > 0, the level set
{|u| > t} is a ball and|∇|u|| = consta.e. on{|u| = t}. In particular, this implies that the s
{|u| > 0} is either a ball, a halfspace or the wholeR

N . Henceu cannot change sign, an
the assertion follows. We emphasize that the above argument fails ifF or G are not even
functions.

There is a vast literature on symmetry results fornonnegativesolutions of (2)—the
so-calledground states—including situations where the nonlinearityh depends on|x|, and
also for some related cooperative elliptic systems. In most cases, the proofs are either ba
on the well-known moving plane method (see,e.g., [9,10,13,16,17,26]) or on a rearran
ment device called continuous Steiner symmetrization (see [4,5]). However, both m
are not applicable if the solution of (2)changes sign.

O. Lopes has shown that in the Laplacian case,p = 2, minimizers of (1) are radially
symmetric provided thatF,G ∈ C2(R) (see [22]). His proof is based on a nice combinat
of reflexion arguments with the principle of unique continuation. He also proved an
ogous result for some related elliptic system (see Remark 4 below), and he showe
symmetry results for variational problems in domains with radial symmetry (see [21]
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We emphasize however that it was left as an open question in [22], whether the
mizing solution (which is radially symmetric!) might change sign.

In this paper, we show that smooth minimizers of (1) are radially symmetric ando
not change sign, provided that the nonlinearity in (2) satisfies suitable growth condit
near its zero points (see Theorem 2). In particular, ifp ∈ (1,2], and ifF,G ∈ C1,p−1(R),
then any smooth solution of problem (1) which satisfies (2) has this property (com
Corollary 2(3) and Remark 2(2b)). We also show similar results for vector-valued prob
lems with many integral constraints. Our symmetry proof (see Section 2) is divided i
steps.

Using a reflexion device which is calledtwo-point rearrangement, we first show that the
sets{u > t} for t > 0 (respectively{u < t} for t < 0), are balls, and that|∇u| is constant on
each level set{u = t} (t ∈ R) (see Theorem 1). Then an application of the strong maxim
principle leads to the full symmetry result (see Theorem 2 and Corollary 2).

Finally we give an example of a sign-changing minimizer for a variational prob
associated to thep-Laplacian, with two integral constraints (see Section 3).

2. Main results

We first introduce some notation. LetN ∈ N. For any pointsx, y ∈ R
N , let (x, y) denote

Euclidean scalar product and|x| Euclidean norm, and letR+
0 = [0,+∞). If R > 0, x0 ∈

R
N , then letBR(x0) := {x: |x| < R}, andBR := BR(0). If t ∈ R andu is a function defined

on R
N , then we will use the abbreviation{u > t} for the superlevel set{x: u(x) > t},

and similarly for the sublevel set{u < t} and for the level set{u = t}. If N � 2, and if
p ∈ (1,N), then letp∗ = Np/(N − p).

Throughout the paper, letn ∈ N, ki ∈ N, i = 1, . . . , n, andq ∈ [1,+∞) fixed num-
bers, and letM = M(s), F = F(s, t1, . . . , tn), Gij = Gij (ti ), fixed functions defined
∀(s, t1, . . . , tn) ∈ R

+
0 × R

n, j = 1, . . . , ki , i = 1, . . . , n, and satisfying

M ∈ C1(
R

+
0

)
, M(0) = 0, M nonnegative and strictly convex, (3)

F differentiable w.r.t.t1, . . . , tn,

F,Fti measurable ins and continuous int1, . . . , tn,

F (·, t1, . . . , tn),Fti (·, t1, . . . , tn) ∈ L∞(
R

+
0

) ∀(t1, . . . , tn) ∈ R
n,

Gij ∈ C1(R), M ′ =: m, Fti =: fi, G′
ij =: gij ,

F (s,0, . . . ,0) = fi(s,0, . . . ,0) = Gij (0) = gij (0) = 0,

fi(s, t1, . . . , tn) nonincreasing ins and nondecreasing intk

for k ∈ {1, . . . , n}, k 	= i,

∀(s, t1, . . . , tn) ∈ R
+
0 × R

n, j = 1, . . . , ki, i = 1, . . . , n. (4)

Setting

K =
{

v ≡ (v1, . . . , vn) ∈ (
Lq(RN)

)n
: M

(|∇vi |
)
,F

(| · |, v)
,Gij (vi) ∈ L1(RN),
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∫
RN

Gij (vi) dx = cij , j = 1, . . . , ki, i = 1, . . . , n

}
, (5)

wherecij ∈ R, j = 1, . . . , ki , i = 1, . . . , n, we then consider the following variational pro
lem:

(P) J (v) ≡
∫

RN

(
n∑

i=1

M
(|∇vi |

) − F
(|x|, v))

dx → Inf !, v ∈ K. (6)

We callu a minimizer of(P) if u ∈ K, and ifJ (v) � J (u) ∀v ∈ K.
Suppose thatu is a minimizer and

ui ∈ L∞(RN), i = 1, . . . , n, (7)

and assume moreover, that the following manifold condition holds:

If, for some constantsβ1, . . . , βki , the function
∑ki

j=1 βjgij (t) vanishes
on some intervalc < t < d, then it vanishes everywhere onR, i = 1, . . . , n. (8)

Then standard arguments in the calculus of variations show (see, e.g., [30]) thatu is a
distributional solution of the following system of elliptic PDE:

−∇
(

m
(|∇ui |

) ∇ui

|∇ui |
)

= fi

(|x|, u) +
ki∑

j=1

αij gij (ui)

≡ hi

(|x|, u)
in R

N, i = 1, . . . , n, (9)

with αij ∈ R, j = 1, . . . , ki , i = 1, . . . , n, as Lagrange multipliers. Notice thathi =
hi(s, t1, . . . , tn) ((s, t1, . . . , tn) ∈ R

+
0 × R

n), is nonincreasing ins and nondecreasing intj ,
i, j = 1, . . . , n, j 	= i, i.e., the system (9) iscooperative.

Henceforth we will only consider minimizers which satisfy

ui ∈ C1(RN), i = 1, . . . , n. (10)

Sinceui ∈ Lq(RN) we then also have

ui(x) → 0 as|x| → ∞, i = 1, . . . , n. (11)

Remark 1. We will not specify conditions which ensure existence and regularity of m
mizers of (P). Notice however, that the assumptions (7) and (10) above are not too
tive in many cases:

Consider, for instance, a problem for thep-Laplacian operator, that isM(s) = sp/p,
with 1 < p < N , q = p∗, and suppose that the following growth conditions are fulfilled:∣∣fi(s, t1, . . . , tn)

∣∣, ∣∣gij (ti)
∣∣ � c

(
1+ |t|r) ∀(s, t1, . . . , tn) ∈ R

+
0 × R

n,

j = 1, . . . , ki, i = 1, . . . , n, for somec > 0 andr ∈ (1,p∗ − 1).

Then any minimizer of (P) is bounded (see, e.g., [29]). In view of Eq. (9) this implies
ui ∈ C1,α , α ∈ (0,1), i = 1, . . . , n; see [28].

Moreover, there is a wide class of smooth functionsM such that any bounded solutio
ui of (9) isC1, i = 1, . . . , n; see [18].
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For the proofs of our symmetry results we need some preliminary settings. Give
(N − 1)-hyperplaneΣ , let H one of the two open halfspaces into whichR

N is divided
by Σ , and letσH denote reflexion inΣ = ∂H . For anyw ∈ L1

loc(R
N), we define itstwo-

point rearrangement w.r.t.H by

wH (x) :=
{

max{w(x);w(σHx)} if x ∈ H,

min{w(x);w(σHx)} if x ∈ R
N \ H̄ .

For convenience, we will sometimes also writeσ = σH , andT H w = wH .
Notice that two-point rearrangements have been proved particularly useful in sh

integral inequalities related to Steiner and cap symmetrizations (see [2,7]). Below we
marize some properties of this transformation.

Lemma 1 (see [7]).

(1) If ψ ∈ C(R), w ∈ L1
loc(R

N), and ifψ(w) ∈ L1(RN), thenψ(wH ) ∈ L1(RN), and∫
RN

ψ(wH )dx =
∫

RN

ψ(w)dx. (12)

(2) If w ∈ L1
loc(R

N), and if |∇w| ∈ Lp(RN) for somep ∈ [1,+∞], then also|∇wH | ∈
Lp(RN). If, moreover,M(|∇w|) ∈ L1(RN), then∫

RN

M
(|∇w|)dx =

∫
RN

M
(|∇wH |)dx. (13)

Notice that (12) and (13) follow from the fact that the two-point rearrangemenTH

rearranges the values ofv and of |∇v| in the two corresponding pointsx,σHx for a.e.
x ∈ R

N . We also mention that the restriction to nonnegative functionsw in [7] is not
essential for the proofs.

We will also need an integral inequality related to two-point rearrangement that ha
proved in [6]. Here we add a careful analysis of the equality sign. For the convenie
the reader, the full proof is included in Appendix A.

Lemma 2. Letv = (v1, . . . , vn) ∈ (Lq(RN))n, letF(| · |, v) ∈ L1(RN), and let0 ∈ H̄ . Then∫
RN

F
(|x|, v1, . . . , vn

)
dx �

∫
RN

F
(|x|, T Hv1, . . . , T

Hvn

)
dx. (14)

Furthermore, if, for somei ∈ {1, . . . , n}, the function(∂F/∂ti )(r, t1, . . . , tn) is strictly de-
creasing inr and0 ∈ H , then the equality in(14) is achieved only ifvi = T Hvi . Finally,
if, for some numbersi, j ∈ {1, . . . , n}, i 	= j , the function(∂F/∂ti )(r, t1, . . . , tn) is strictly
increasing intj , then the equality in(14) is achieved only if(

vi(x) − vi(σHx)
)(

vj (x) − vj (σHx)
)
� 0 ∀x ∈ H. (15)

Now we are in a position to prove the first symmetry result.
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Theorem 1. Let u = (u1, . . . , un) be a minimizer of(P) satisfying(9)–(11). Then for any
i ∈ {1, . . . , n} the following hold:

(1) |∇ui | is constant on the set{ui = t} ∀t ∈ (inf ui,supui), and, in particular|∇ui | = 0
on the set{ui = 0}. Furthermore, ifsupui > 0, then the superlevel sets{ui > t} are
balls ∀t ∈ (0,supui), and if inf ui < 0, then the sublevel sets{ui < t} are balls∀t ∈
(inf ui,0).

(2) If the functionfi = fi(r, t1, . . . , tn) is strictly decreasing inr, thenui is radially sym-
metric and radially nonincreasing about0—and, in particular, nonnegative—that i
there is a functionv ∈ C1((0,+∞)) such that

ui(x) = v
(|x|) and v′(r) � 0 for 0 < |x| = r < +∞. (16)

(3) If, for somej ∈ {1, . . . , n}, j 	= i, the functionfi = fi(r, t1, . . . , tn) is strictly increas-
ing in tj , then the functionsui anduj are equally ordered, that is(

ui(x) − ui(y)
)(

uj (x) − uj (y)
)
� 0 ∀x, y ∈ R

N . (17)

Proof. (1) First observe that ifH is any halfspace with 0∈ H̄ then(T Hu1, . . . , T
Hun) ∈ K

andJ (T Hu1, . . . , T
H un) � J (u), by Lemma 1. Hence,(T Hu1, . . . , T

H un) is a minimizer
of (P), too, andJ (T Hu1, . . . , T

Hun) = J (u). In particular, this implies∫
RN

F
(|x|, u)

dx =
∫

RN

F
(|x|, T Hu1, . . . , T

H un

)
dx

∀ halfspacesH with 0 ∈ H̄ . (18)

Now fix i ∈ {1, . . . , n}. Assume supui > 0, and lett ∈ (0,supui). SettingSi(t) := {ui = t}
we choosex, y ∈ Si(t), x 	= y, and a halfspaceH ⊂ R

N such thaty = σH x, and such tha
0 ∈ H̄ . We claim that this implies

∇ui(x) = ∇σH

(
ui(x)

)
, (19)

that is, the gradients ofui at the pointsx andy are oppositely directed w.r.t. reflexio
in ∂H . Indeed, if∇ui(x) 	= ∇σH (ui(x)), then∇T H ui is discontinuous across someC1-
hypersurfaceS, while T H ui ∈ C1(Bε(x) \ S) (ε > 0, small). But this is impossible, sinc
(T H u1, . . . , T

H un) is a minimizer, and hence it satisfies a system of the form (9)—
the Lagrangian multipliersαij possibly replaced by some other numbersα′

ij , j = 1, . . . , ki ,

i = 1, . . . , n.1

Repeating the above considerations for all pointsz ∈ Si(t) we find that

∇ui(z) = ∇ui(x) − 2(∇ui(x), z − x)

|z − x|2 (z − x) ∀z ∈ Si(t), z 	= x. (20)

This in particular means that|∇ui | = const=: ci(t) onSi(t). Sinceui ∈ C1(RN), it follows
that|∇ui | = ci(t) on the set{ui = t}, and sinceui decays at infinity, also|∇ui | = 0 on the
set{ui(x) = 0}.

1 With some more effort we may actually prove thatαij = α′
ij

, j = 1, . . . , ki , i = 1, . . . , n, but that information
is not needed here.
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Assumeci(t) 	= 0. ThenSi(t) is locally aC1-hypersurface and (20) shows that

ν(z) = ν(x) − 2(ν(x), z − x)

|z − x|2 (z − x) ∀z ∈ Si(t), z 	= x,

whereν(z) denotes the exterior normal to{ui > t} at z. By Lemma R (Appendix A) and
sinceui decays at infinity this means that the superlevel set{ui > t} is a ball in this case.

Next let t ∈ (0,supui) andci(t) = 0. Then we find a strictly decreasing sequence{tk}
with limk→∞ tk = t and such thatci(tk) 	= 0,k = 1,2, . . . . Since{ui > t} = ⋃∞

k=1{ui > tk},
this means that the superlevel set{ui > t} is a ball in this case, too.

Similarly we can prove that any sublevel set{ui < t} is a ball and|∇ui | = const on
{ui = t} if inf ui < 0 and if t ∈ (inf ui,0).

(2) Next assume that, for somei ∈ {1, . . . , n}, the functionfi = fi(r, t1, . . . , tn) is
strictly decreasing inr. In view of (18), Lemma 2 tells us thatui = T Hui for any half-
spaceH with 0 ∈ H . It is easy to see that this implies the symmetry property (16).

(3) Finally let, for some numbersi, j ∈ {1, . . . , n}, i 	= j , the functionfi = fi(r, t1, . . . ,

tn) be strictly increasing intj , and assume that (17) is not satisfied. Then there exist
density pointsx, y ∈ R

N of ui anduj such thatui(x) > ui(y) anduj (x) < uj (y). We
choose a halfspaceH with 0 ∈ H̄ such thaty = σH x. Then, applying Lemma 2, we obta
that

∫
RN F (|x|, u) dx <

∫
RN F (|x|, T Hu1, . . . , T

H un) dx, a contradiction. The theorem
proved. �

From part (1) of Theorem 1 one easily obtains that minimizers of (P) are ‘locally rad
symmetric’:

Corollary 1. Let u = (u1, . . . , un) be a minimizer of(P) satisfying(9)–(11), and letA be
a connected component of the set{x: ∇ui(x) 	= 0}, i ∈ {1, . . . , n}. Then there are number
R1,R2 ∈ [0,+∞] with R1 < R2, and a pointz ∈ R

N such thatA = {x: R1 < |x − z| <

R2}, andui is radially symmetric inA, that is, there is a functionv ∈ C1((R1,R2)), such
thatui(x) = v(|x − z|), x ∈ A. Moreover,ui does not change sign inA. Finally, if ui > 0
(respectivelyui < 0) in A thenv′(r) < 0 (respectivelyv′(r) > 0), r ∈ (R1,R2).

Proof. We use the notation of the previous proof. In view of part (1) of Theorem 1, we
two numbersa, b ∈ R, a < b, such thatA = {x: a < ui(x) < b}, and for eacht ∈ (a, b)

the level set{ui = t} is a ball with ci(t) > 0. Moreover, sincec(0) = 0, we have tha
eithera � 0 or b � 0, that is,ui does not change sign inA. Finally, sinceui ∈ C1(RN),
an easy application of the method of steepest descent (see [1]) shows that the level s
{ui = t}, t ∈ (a, b), are concentric spheres. The last assertion of the corollary then fo
immediately. �

Using the weak symmetry of minimizers of (P), we now intend to show their ra
symmetry (and their positivity as well!) provided that the functionshi , i = 1, . . . , n, in (9)
satisfy some growth conditions near their zero points. Here the key role in the pr
played by a general version of the strong maximum principle that has been shown recen
by Pucci, Serrin and Zou (see [24,25]).
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In the sequel, let

µ(s) := sm(s) − M(s) (s � 0).

SinceM is strictly convex,µ is continuous and strictly increasing, and it has a continu
and strictly increasing inverseµ−1. We denote byAm the set of functionsα ∈ C(R+

0 )

satisfying

α(0) = 0, α(t) > 0 for t > 0, and

1∫
0

dt

µ−1(
∫ t

0 α(s) ds)
= +∞.

Strong maximum principle (SMP) (see [24,25]).Let Ω be a domain inRN , let ∂Ω be
smooth in a neighborhood ofx0 ∈ ∂Ω , and letu ∈ C1(Ω ∪ {x0}) satisfyu(x0) = 0 and in
the sense of distributions,

−∇
(

m
(|∇u|) ∇u

|∇u|
)

� −α(u), u � 0 in Ω,

whereα ∈ Am. Then

∂u

∂ν
(x0) � 0 (ν: exterior normal),

where the equality sign is attained only ifu ≡ 0 in Ω .

Definition 1. Let h ∈ C(R+
0 × R

n), h = h(s, t1, . . . , tn), andi ∈ {1, . . . , n}.

(1) We say thath has propertyH+(i, τ ), respectivelyH−(i, τ ), if there holds: Ifh(σ, τ1,

. . . , τn) = 0 for some(σ, τ1, . . . , τn) ∈ R
+
0 × R

n with τi = τ , then there exists a func
tion α ∈Am such that

h(s, t1, . . . , tn) � −α(ti − τ ) ∀(s, t1, . . . , tn) ∈ R
+
0 × R

n

with ti ∈ [τ,+∞), respectively (21)

h(s, t1, . . . , tn) � α(τ − ti ) ∀(s, t1, . . . , tn) ∈ R
+
0 × R

n

with ti ∈ (−∞, τ ]. (22)

(2) We say thath has propertyH(i, τ ), if there holds: Ifh(σ, τ1, . . . , τn) = 0 for some
(σ, τ1, . . . , τn) ∈ R

+
0 × R

n with τi = τ , then there exists a functionα ∈ Am such that
h satisfies either one of the conditions (21) or (22) of (1).

(3) We say thath is nice w.r.t. the variableti , if h has propertyH(i, τ ) for anyτ ∈ R.

Theorem 2. Letu = (u1, . . . , un) be a minimizer of(P)satisfying(9)–(11). Then for every
i ∈ {1, . . . , n} the following hold:

(1) If the functionhi in (9) has propertyH(i, τ ) for any τ ∈ R \ {0} thenui is radially
symmetric in the sets{ui > 0} and{ui < 0}. More precisely, ifsupui > 0, then
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∃z+ ∈ R
N, R1+,R2+ ∈ [0,+∞], R1+ < R2+, v+ ∈ C1((R1+,R2+)),

such that{ui > 0} = {
x: |x − z+| < R2+

}
, ui(x) = v

(|x − z+|),
and v′+(r) < 0 for R1+ < |x − z+| = r < R2+, (23)

and if inf ui < 0, then

∃z− ∈ R
N, R1−,R2− ∈ [0,+∞], R1+ < R2−, v− ∈ C1((R1−,R2−)),

such that{ui < 0} = {
x: |x − z−| < R2−

}
, ui(x) = v−

(|x − z−|),
and v′−(r) > 0 for R1− < |x − z−| = r < R2−. (24)

(2) If the functionhi in (9) has propertyH(i,0), thenui does not change sign.
(3) If the functionhi in (9) is nice w.r.t. the variableti , thenui is radially symmetric and

does not change sign. More precisely, ifsupui > 0, thenui is nonnegative and satisfie
condition(23), and if inf ui < 0, thenui is nonpositive and satisfies condition(24).

Proof. (1) Let hi have propertyH(i, τ ) for any τ ∈ R \ {0}. Assume that supui > 0,
and lett ∈ (0,supui) with c(t) > 0. We definet2 := inf{s < t : c(τ ) > 0 ∀τ ∈ (s, t]}, and
t1 := sup{s > t : c(τ ) > 0 ∀τ ∈ [t, s)}. By Theorem 1(1), we have thatt2 � 0, and by
Corollary 1, we find a pointz+ ∈ R

N , numbersR1+,R2+ ∈ [0,+∞], R1+ < R2+, and
a functionv+ ∈ C1((R1+,R2+)) such thatA := {t2 < ui < t1} = {x: R1+ < |x − z+| <

R2+}, andui(x) = v+(|x − z+|), andv′+(r) < 0 for R1+ < |x − z| = r < R2+. Notice
that in view of the equation forui , hi = hi(|x|, u(x)) can be written inA as a function of
|x − z+|, too.

Now assume thatt2 > 0. ThenR2+ < +∞, and sincev′+(R2+) = 0, the SMP tells us
that we must havehi(|x|, u(x)) = const=: k � 0 on∂BR2+(z+). Assume thatk < 0. Since
hi is continuous, we find someε > 0 such thathi(|x|, u(x)) < 0 inBR2++ε(z+)\BR2+ (z+).
Sinceui(x) � t2 in BR2++ε(z+) \ BR2+(z+), the SMP givesv′+(R2+) < 0, a contradiction
Thus we havek = 0, and sincehi has propertyH(i, t2), the SMP tells us again that we mu
havev′+(R2+) < 0, a contradiction! Hencehi(|x|, u(x)) = 0 on∂BR2+(z+) andt2 = 0.

Next assume thatt1 < supui . ThenR1+ > 0, {ui � t1} = BR1+(z+) andv′+(R1+) = 0.
Using the SMP analogously as above, we find thathi(|x|, u(x)) = 0 on∂BR1+(z+). Then
the fact thathi has the propertyH(i, t1), and thatv′+(R1+) = 0, leads again to a contradi
tion. It follows thatt1 = supui . This proves (23). If infui < 0 then one shows analogous
as above that (24) holds.

(2) Let hi have propertyH(i,0), and assume that both sets{ui > 0} and{ui < 0} are
nonempty. It then follows from Theorem 1 that each of these sets is a ball or a half
The SMP then tells us thathi(|x|, u(x)) = 0 andui(x) = 0 on ∂{ui > 0} ∪ ∂{ui < 0}.
Assume thathi satisfies condition (21). But then the SMP gives|∇ui | 	= 0 on∂{ui > 0},
a contradiction. Similarly one obtains a contradiction ifhi satisfies condition (22).

(3) This property follows directly from parts (1) and (2).�
We can exclude the possibility of ‘plateaus’ at height 0, supui and infui , by slightly

sharpening the growth conditions for the functionhi in (9) at these levels.
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Corollary 2. Let u = (u1, . . . , un) be a minimizer of(P) satisfying(9)–(11), and leti ∈
{1, . . . , n}. Then the following hold:

(1) If supui > 0 (respectivelyinf ui < 0), and if the functionhi in (9) has property
H−(i,supui) (respectivelyH+(i, inf ui)), then the set{x: ui(x) = supui} (respec-
tively {x: ui(x) = inf ui}) is a single point.

(2) If the functionhi in (9) has both propertiesH−(i,0) andH+(i,0), then eitherui(x)

> 0, ui(x) < 0 or ui(x) ≡ 0 on R
N .

(3) In particular, if hi has both propertiesH−(i, τ ) and H+(i, τ ) for any τ ∈ R, and if
ui is positive(respectively negative), then there exists a pointz ∈ R

N and a function
v ∈ C1(R+

0 ) such thatui(x) = v(|x − z|), andv′(r) < 0 (respectivelyv′(r) > 0), for
0 < |x − z| = r < +∞.

Proof. (1) Let supui > 0, and assume thathi has propertyH−(i,supui). By Theorem 1,
we find a pointx0 ∈ R

N , andR � 0 such that{x: ui(x) = supui} = BR(x0). Assume
R > 0. Then the maximum principle shows thathi(s, t1, . . . , tn) = 0 wheneverti = supui .
Hencehi satisfies condition (22). Applying the SMP to the set{x: ui(x) < supui} =
R

N \ BR(x0) we then find that|∇ui | 	= 0 on∂BR(x0), a contradiction. HenceR = 0.
Analogously one shows that if infui < 0, then the set{x: ui(x) = inf ui} is a single

point.
(2) Assume thathi satisfies both propertiesH−(i,0) andH+(i,0). Thenui does not

change sign by Theorem 2(2). Assume that supui > 0 and that{ui = 0} 	= ∅. Then{ui > 0}
is either a ball or a halfspace, which means thath(|x|, ui(x)) = 0 on {ui = 0}. Hence
hi satisfies condition (21) withτ = 0. Applying the SMP then shows that we must ha
|∇ui(x)| 	= 0 on∂{ui > 0}, which is impossible. Henceui(x) > 0 onR

N .
Analogously one shows that if infui < 0 thenui(x) < 0 onR

N .
The assertion (3) then follows from Theorem 2(3), and from the assertions (1) a

above. �
Remark 2. Let us illustrate the conditions on the nonlinearitieshi required in Theorem 1(2
and Corollary 2.

(1) The functionfi is strictly decreasing inr if it is, for instance, of the form

fi(r, t1, . . . , tn) =
mi∑
k=1

aik(r)bik(t1, . . . , tn),

with continuous and positive functionsbik , and with strictly decreasing functionsaik , k =
1, . . . ,mi .

Furthermore, one obtains radial symmetry of minimizersu of (P) by combining severa
of the conditions given in Theorem 1. For instance, if the functionf1 = f1(r, t1, . . . , tn)

is strictly decreasing inr, and if the functionsfi = fi(r, t1, . . . , tn) are strictly increasing
in tj , j = 1, . . . , n, i = 2, . . . , n, j 	= i, then any componentui has property (16),i =
1, . . . , n.

(2) The functionhi has both propertiesH−(i, τ ) andH+(i, τ ) ∀τ ∈ R, τ 	= 0, if there
exist two numbersai � 0, bi � 0 such thathi(s, t1, . . . , tm) � 0 ∀(s, t1, . . . , tn) ∈ R

+ × R
n

0
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with ti ∈ [ai,0] ∪ [bi,+∞) andhi(s, t1, . . . , tn) � 0 ∀(s, t1, . . . , tn) ∈ R
+
0 × R

n with ti ∈
(−∞, ai]∪ [0, bi]. Notice that the above inequalities are difficult to check in general, s
they also depend on the Lagrangian multipliers in (9). Furthermore,hi has both propertie
H−(i,0) andH+(i,0) if fi has these properties, and if there exists a functionα ∈ Am such
that ∣∣gij (t)

∣∣ � α
(|t|) ∀t ∈ R, j = 1, . . . , ki .

Finally, for certain differential operators, the required growth conditions forhi in Corol-
lary 2(3) are fulfilled if the functionsfi andgij , j = 1, . . . , ki , i = 1, . . . , n, in (9) have
additional smoothness properties:

(a) Assume that the differentialoperator is nondegenerate, that isc1s � m(s) � c2s ∀s ∈
R

+
0 , for some numbers 0< c1 < c2 < +∞. Then we may putα(s) = cs (c > 0) in (21) and

(22). Hencehi has both propertiesH−(i, τ ) andH+(i, τ ) ∀τ ∈ R if fi = fi(r, t1, . . . , tn)

andgij = gij (ti) satisfy a Lipschitz condition w.r.t.ti , j = 1, . . . , ki , uniformly w.r.t. the
other variables,i = 1, . . . , n. Examples for such operators areM(s) = s2/2 (Laplacian
operator), andM(s) = √

1+ s2 − 1 (minimal surface operator).
(b) Next assume thatM(s) = sp/p (p-Laplace operator), and thatp ∈ (1,2]. Choosing

α(s) = csp−1 (c > 0) in (21) and (22), we see thathi has both propertiesH−(i, τ ) and
H+(i, τ ) ∀τ ∈ R, provided thatfi = fi(s, t1, . . . , tn), gij = gij (ti ), j = 1, . . . , ki , satisfy
a Hölder condition with exponent(p − 1) w.r.t. ti , uniformly ∀(s, t1, . . . , tn) ∈ R

+
0 × R

n,
i = 1, . . . , n.

(3) In the scalar case, that is ifn = 1, we need not to restrict ourselves to bound
solutions. In fact, our results hold true—with obvious changes in the formulation a
the proofs—if condition (10) is replaced by

u ∈ C1(U), whereU := {
x:

∣∣u(x)
∣∣ < ∞}

, andU is open. (25)

In particular, if u is a minimizer of (P), and if the singular set{u = +∞} (respectively
{u = −∞}) is nonempty, then it must be a single point.

Remark 3. Other constraints. Our results can be extended to situations where the
missible setK contains further or other constraints that areinvariant under two-point
rearrangement. Here are some examples:

(1) Inequality constraints. Assume thatK includes constraints of the formai � vi � bi ,
with ai � 0 � bi , i = 1, . . . , n, and assume that minimizersu are smooth. ThenUi :=
{x: ai < ui < bi} is an open set, andui satisfies Eq. (9) onUi , i = 1, . . . , n. Our symmetry
results then follow analogously as above.

(2)Volume constraints. LetK include constraints of the formvi � 0 and|{vi > 0}| = λi ,
whereλi > 0, and| · | denotes Lebesgue measure, and assume thatu is a minimizer satis-
fying ui � 0, ui ∈ C1({ui > 0}) ∩ C0,1(RN), where{ui > 0} is an open set,i = 1, . . . , n.
Thenui satisfies Eq. (9) in{ui > 0}, and our symmetry results remain valid in the
{ui > 0}. This implies that{ui > 0} is some ball with measureλi , andui satisfies the
Bernoulli-type boundary condition

∂ui

∂ν
= µi on∂{ui > 0} (ν: interior normal), (26)

whereµi � 0, i = 1, . . . , n.
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(3) Artificial constraints. Our method is also applicable when the integral constra
involve derivatives of the admissible functions. Below we restrict ourselves to an exa
in the scalar case,n = 1.

Let θ ∈ (0,1), c, d > 0,f ∈ C1(R), f (0) = 0, and assume that lim sup|t |→∞ |f (t)| > 0,

0 � f (t)

t
� θf ′(t) and (27)∣∣f (t)

∣∣ � c
(
1+ |t|r) ∀t ∈ R, with r ∈ (1,2∗ − 1) whenN � 3,

andr > 1 and arbitrary, whenN � 2. (28)

SettingF(t) := ∫ t

0 F(s) ds, t ∈ R, and

KA :=
{

v ∈ W1,2(RN): v 	≡ 0,

∫
RN

(|∇v|2 + d|v|2 − vf (v)
)
dx = 0

}
,

we consider the following problem:

(PA) JA(v) :=
∫

RN

( |∇v|2 + dv2

2
− F(v)

)
dx → Inf !, v ∈ KA.

The existence of minimizers of(PA) was proved in [20, Theorem III.1]. Letu one of them.
In view of (27), it is easy to check that−∆u + du = f (u) in R

N . Then assumption (28
ensures thatu ∈ C1(RN) and thatu decays at infinity. Furthermore, we have thatuH ∈ KA

for any halfspaceH , by Lemma 1. Finally, the functionh defined by

h(t) := f (t) − dt, t ∈ R,

has both propertiesH−(1, τ ) andH+(1, τ ) for anyτ ∈ R (corresponding toM(s) = s2/2).
Proceeding exactly as above we then deduce thatu has the symmetry property of Coro
lary 2(3).

Remark 4. It is interesting to compare our results with the work of Orlando Lopes. In [
he investigated the variational problem

J (v) :=
∫

RN

(
n∑

i=1

|∇vi |2
2

− F(v1, . . . , vn)

)
dx → Inf !,

subject to

v = (v1, . . . , vn) ∈ (
W1,2(RN)

)n and
∫

RN

G(v1, . . . , vn) dx = 1,

where the functionsF andG satisfy appropriate smoothness and growth conditions.
ing reflexion arguments and the principle of unique continuation, he showed tha
minimizer is radially symmetric. We emphasize that no cooperativity condition on the i
tegrandsF andG are required here! Therefore it isnot possible to recover this result b
using our two-point rearrangement technique. On the other hand, the proof in [22] uses tr
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functions which are not rearrangements of the solution. Therefore it seems difficult t
eralize the result to problems with more than one integral constraint. We also mentio
the result of [22] does not imply that the solutions are monotone in the radial variabl
particular, they might change sign.

3. A sign-changing minimizer

In [26], Serrin and Zou gave an example of a nonnegative weakC1-solution of (2) with
compact support and with a plateau at some positive level, which has the local sym
property described in Corollary 1. In view of this example, it is natural to ask whe
such a symmetry breaking can also happen for minimizers of problem (P). Below we wi
obtain an example of a sign-changing minimizer of (P) in the scalar casen = 1, which is
essentially based on the construction in [26]:

Example. Let 1< p < N , a ∈ (0,min{(1/2); (p − 1)/p}), andk := p − 1 − ap. Notice
thatk > 0. Then define

w(x) ≡ v
(|x|) :=

{ [1− |x|1/a]1/a if |x| < 1,

0 if |x| � 1.

Since(1/a) > 2, we have thatw ∈ C2,α(RN) (α > 0), andv′(r) < 0 for r ∈ (0,1). Fur-
thermore,w satisfies weakly−∆pw = g(w) in R

N , whereg is given by

g(t) = −(k + a)a−2p
[
t (1− ta)

]k[1− (a + 1)ta
]

+ (N − 1)a2(1−p)
[
t (1− ta)

]k+a
(1− t)−a, t � 0.

Notice thatg ∈ C∞((0,1)), g(0) = g(1) = 0, andg′(t) < 0 for smallt > 0. Furthermore
we have thatg ∈ Ck([0,1]) and limt→0 g′(t) = −∞ if p ∈ (1,2], andg ∈ C1,α([0,1]) for
someα > 0, if p > 2, and ifa is small enough. We extendg ontoR by settingg(t) = 0 for
t ∈ R \ [0,1]. SettingG(t) := ∫ t

0 g(s) ds, t ∈ R, we find thatG(1) > 0, and

1∫
0

dt

|G(t)|1/p
< ∞. (29)

Using a well-known integral identity which is due to Pohozaev, Pucci and Serrin (see [2
we have that∫

RN

G(w)dx = 1

p∗

∫
RN

|∇w|p dx =: c0 > 0.

Setting

K0 =
{

v ∈ Lp∗
(RN): ∇v ∈ (

Lp(RN)
)N

,

∫
N

G(v) dx = c0

}

R
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K1 =
{

v ∈ K0:
∫

RN

G(−v) dx = c0

}
,

we then consider the following two variational problems:

(Pk)

∫
RN

|∇v|p dx → Inf !, v ∈ Kk, k = 0,1.

Problem(P0) has a nonnegative radially symmetric and radially nonincreasing minim
u0 ∈ C1(RN), −∆pu0 = g(u0) in R

N , andu0(x) → 0 as|x| → ∞ (see [11, Theorem 1])
By the maximum principle, this implies 0� u0 � 1. Moreover, sinceG satisfies (29)
u0 must have compact support (see [25, Theorem 2]). SettingJ (v) := ∫

RN |∇v|p dx, and

u1(x) := u0(x) − u0(x − x0), x ∈ R
N,

wherex0 ∈ R
N , |x0| > 2 diam(suppw), we have thatu1 ∈ K1, andJ (u1) = 2J (u0). On the

other hand, settingv+ := max{0; v}, v− := max{0,−v} for v ∈ K1, we have thatv−, v+
∈ K0, and

J (v) = J (v−) + J (v+) � 2 inf
{
J (h): h ∈ K0

} = 2J (u0) ∀v ∈ K1.

Henceu1 is a minimizer of problem(P1). Notice that

−∆pu1 = g(u1) − g(−u1) ≡ h(u1) in R
N,

and in accordance with Theorem 2(2),h does not have propertyH(1,0).

We conclude our work with some

Open problems.

(1) Is there an alternative proof of Theorem 1 which does not rely on the smoothn
the minimizer?

(2) Let n = 1. Given any numbert 	= 0, can one construct a minimizeru ∈ C1(RN) of
problem (P) with symmetry breaking at levelu = t?

(3) Prove (or disprove) thatlocalminimizers of problem (P) satisfy the symmetry prope
(1) of Theorem 1.

Appendix A. Technical results

Proof of Lemma 2. We first show the following technical

Lemma A.1. Letr+ � r− � 0, ai, bi, c
+
i , c−

i ∈ R with c+
i = max{ai;bi}, c−

i = min{ai;bi},
i = 1, . . . , n. Then

F(r−, a1, . . . , an) + F(r+, b1, . . . , bn)

� F
(
r−, c+, . . . , c+

n

) + F
(
r+, c−, . . . , c−

n

)
. (A.1)
1 1
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Furthermore, if, for somei ∈ {1, . . . , n}, the function(∂F/∂ti )(r, t1, . . . , tn) is strictly de-
creasing inr and if r+ > r−, then the equality in(A.1) is achieved only ifai = c+

i . Finally,
if for some numbersi, j ∈ {1, . . . , n}, i 	= j , the function(∂F/∂ti)(r, t1, . . . , tn) is strictly
increasing intj , then equality in(A.1) is achieved only if there holds

(ai − bi)(aj − bj ) � 0. (A.2)

Proof. By regrouping the variablest1, . . . , tn, if necessary, we may assume w.l.o.g. t
there is somek ∈ {1, . . . , n} such thatai = c−

i for 1 � i � k, and if k < n, then also
ai = c+

i for i > k. Introducing the vectorsv′ = (c−
1 , . . . , c−

k ), v′′ = (c−
k+1, . . . , c

−
n ), h′ =

(h1, . . . , hk), h′′ = (hk+1, . . . , hn), wherehi := c+
i − c−

i , i = 1, . . . , n, (A.1) reads as

I := F(r−, v′ + h′, v′′ + h′′) + F(r+, v′, v′′)
− F(r−, v′, v′′ + h′′) − F(r+, v′ + h′, v′′) � 0.

We have

I =
1∫

0

k∑
i=1

hi

(
Fti (r−, v′ + th′, v′′ + h′′) − Fti (r+, v′ + th′, v′′)

)
dt.

Now each summand in the integrand is nonnegative in view of the assumptionsF ,
proving the first assertion. Moreover, we haveI = 0 only if hi = 0 or

Fti (r−, v′ + th′, v′′ + h′′) = Fti (r+, v′ + th′, v′′) ∀t ∈ (0,1),

for any i ∈ {1, . . . , k}. From this the assertions in the equality case of (A.1) follow e
ily. �

We now continue with the proof of Lemma 2. We have by Lemma A.1, and since|x| �
|σx| ∀x ∈ H ,

F
(|x|, v1(x), . . . , vn(x)

) + F
(|σx|, v1(σx), . . . , vn(σx)

)
� F

(|x|, T Hv1(x), . . . , T H vn(x)
) + F

(|σx|, T Hv1(σx), . . . , T H vn(σx)
)

∀x ∈ H. (A.3)

Integrating this inequality overH , the first assertion of Lemma 2 follows. Furthermore
for somei ∈ {1, . . . , n}, the function(∂F/∂ti)(r, t1, . . . , tn) is strictly decreasing inr, and
if 0 ∈ H , then we have that|x| < |σx| ∀x ∈ H , and hence equality in (A.3) is achiev
only if vi(x) = T Hvi(x), by Lemma A.1.

Finally, if for some numbersi, j ∈ {1, . . . , n}, the function(∂F/∂ti)(r, t1, . . . , tn) is
strictly increasing intj , then Lemma A.1 tells us that equality in (A.3) is achieved onl
(15) holds. �
Lemma R (Reflexion lemma).LetU be a nonempty open set inRN with C1-boundaryS,
and assume that

ν(y) = ν(z) − 2(ν(z), y − z)

2
(y − z) ∀y, z ∈ S with y 	= z, (A.4)
|y − z|
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whereν(x) denotes the exterior normal toU at x. ThenU is either a halfspace, a ball o
the exterior of a ball inRN .

Proof. Assume thatU is not a halfspace. Then there exist two pointsy1, y2 ∈ S such that
ν(y1) 	= ν(y2). Letting

z0 := y1 + |y2 − y1|2
2(ν(y1), y2 − y1)

ν(y1),

we may assume w.l.o.g. thatz0 = 0. It is then easy to see that|y1| = |y2| = r for some
r > 0, and either (i)ν(yi) = yi/r (i = 1,2), or (ii) ν(yi) = −yi/r (i = 1,2).

We claim that (i) implies thatU is a ball. Clearly it is enough to show that

|x| = r ∀x ∈ S, x 	= ±yi (i = 1,2). (A.5)

Settingai := (r|x|)−1(x, yi), we have|ai | < 1, and using (A.4) we find,

rν(x) = yi − 2r2 − 2ai|x|r
r2 − 2ai|x|r + |x|2 (yi − x) (i = 1,2). (A.6)

Multiplying (A.6) with x/(r|x|), we have

(ν(x), x)

|x| = −air
2 − ai |x|2 + 2r|x|

r2 − 2ai|x|r + |x|2 (i = 1,2). (A.7)

Introducing the function

f (t) := −tr2 − t|x|2 + 2r|x|
r2 − 2t|x|r + |x|2 , t ∈ (−1,1),

we find that

f ′(t) = −(r2 − |x|2)2

(r2 − 2t|x|r + |x|2)2 < 0 ∀t ∈ (−1,+1).

By (A.7), this means that we must havea1 = a2. Going back to (A.6) we finally calculate

y2 − y1 = 2r2 − 2a1|x|r
r2 − 2a1|x|r + |x|2 (y2 − y1),

which implies thatr = |x|. This shows (A.5), and the claim is proved.
Similarly one shows in case (ii) thatU is the exterior of a ball inRN . �
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